
Announcements

● If you are using late days, please fill out the Google Form linked on the website (link will be updated shortly).

● HW2 will come out by Friday, but you might not have AWS credit until late next week.

● Chenyan’s office hours for Thursday are canceled.



QUIZ



Follow-up on the decline of 
internet-based training data

Large Language Models: Methods and Applications

Daphne Ippolito and Chenyan Xiong



Pre-training Data Reality

High quality data eventually runs out.

In practice, the web is the most viable option for data collection.

• In the digital era, this is the go-to place for general domain human knowledge.

• It is massive and unlikely to grow slower than computing resources*

• Publicly available*

* More on how true these points are later in the class.

Pre-training Data Reality



The availability of internet-sourced 
training data is in decline.
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How does web data become unavailable?

● Introduction of paywalls

● Restrictive terms of service

● Implementation of Robots Exclusion Protocol



Reddit’s robot.txt file in 2019
# 80legs
User-agent: 008
Disallow: /

# 80legs' new crawler
User-agent: voltron
Disallow: /

User-Agent: bender
Disallow: /my_shiny_metal_ass

User-Agent: Gort
Disallow: /earth

User-agent: MJ12bot
Disallow: /

User-agent: PiplBot
Disallow: /

User-Agent: *
Disallow: /*.json
Disallow: /*.json-compact
Disallow: /*.json-html
Disallow: /*.xml
Disallow: /*.rss
Disallow: /*.i
Disallow: /*.embed
Disallow: /*/comments/*?*sort=
Disallow: /r/*/comments/*/*/c*
Disallow: /comments/*/*/c*
Disallow: /r/*/submit
Disallow: /message/compose*
Disallow: /api
Disallow: /post
Disallow: /submit
Disallow: /goto
Disallow: /*after=
Disallow: /*before=
Disallow: /domain/*t=
Disallow: /login
Disallow: /reddits/search
Disallow: /search
Disallow: /r/*/search
Disallow: /r/*/user/
Disallow: /gold?
Allow: /partner_api/
Allow: /
Allow: /sitemaps/*.xml

Disallow spam bots Disallow parts of the 
site that aren’t 
interesting or will 
break webcrawlers.

Allow most scraping

https://www.reddit.com/r/redditdev/comments/1doc3pt/updating_our_robotstxt_file_and_upholding_our/



Reddit’s robot.txt file in September 2024
# Welcome to Reddit's robots.txt
# Reddit believes in an open internet, but not the misuse of public content.
# See https://support.reddithelp.com/hc/en-us/articles/26410290525844-Public-Content-Policy Reddit's Public 
Content Policy for access and use restrictions to Reddit content.
# See https://www.reddit.com/r/reddit4researchers/ for details on how Reddit continues to support research and 
non-commercial use.
# policy: https://support.reddithelp.com/hc/en-us/articles/26410290525844-Public-Content-Policy

User-agent: *
Disallow: /

https://www.reddit.com/r/redditdev/comments/1doc3pt/updating_our_robotstxt_file_and_upholding_our/



How does web data become unavailable?

● Introduction of paywalls

● Restrictive terms of service

● Implementation of Robots Exclusion Protocol

● Increased enforcement of copyright law



Datasets created in the past may not be creatable today.

Percentage of examples in dataset 
restricted by Terms of Service

Percentage of examples in dataset 
restricted by robots.txt



Datasets created in the past may not be creatable today.



Automatic Evaluation of LLMs

Large Language Models: Methods and Applications

Daphne Ippolito and Chenyan Xiong



How do we identify when one 
model is better than another?



What is automatic evaluation?

● Construct: the property of a system that we want to measure
○ Quality
○ Informativeness
○ Toxicity
○ Interestingness
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What is automatic evaluation?

● Construct: the property of a system that we want to measure
○ Quality
○ Informativeness
○ Toxicity
○ Interestingness

● Operationalization: the measure we use to quantify the construct
○ Perplexity
○ Automatic toxicity score
○ Accuracy at some task
○ Lexical diversity

● Measurement: scalar values that we expect to be monotonically related with the construct of interest
○ Humans often understand the construct and can provide accurate ratings or labels. 



Intrinsic vs. extrinsic evaluation

● Think of technology as an intervention into a broader process or task.

● Extrinsic evaluation: end-to-end evaluation of the entire process or task

● Intrinsic evaluation: evaluation of specific components
○ correlated with downstream construct
○ correlated with multiple downstream constructs
○ correlated with important subtask

● Understanding the relationship between different metrics is a fundamental problem in evaluation.



For many constructs, human 
evaluation is ideal.



Example: evaluating text quality 

Marzena Karpinska, Nader Akoury, and Mohit Iyyer. The perils of using Mechanical Turk to evaluate open-ended text generation. EMNLP. 2021.



Example: evaluating usefulness

Marzena Karpinska, Nader Akoury, and Mohit Iyyer. The perils of using Mechanical Turk to evaluate open-ended text generation. EMNLP. 2021.



Why do automatic evaluation over human evaluation?

● Human evaluation is expensive.
○ Time: recruiting, training, rating
○ Cost: money to raters

● Human evaluation often does not scale.
○ New systems need a new evaluation
○ Side-by-side comparisons require O(n2 ) comparisons for n systems

● Automatic evaluation is sufficient
○ In many cases, there are automatic metrics which highly correlate with the construct of interest.
○ Can you think of any?



Goal when designing automatic evaluation

A resuable, offline metric that either

● Directly models a construct of interest.

● Models reliable human labels of that construct.



General form of an evaluation metric



 

Create an Amazon Mechanical Turk project, https://docs.aws.amazon.com/AWSMechTurk/latest/RequesterUI/CreatingYourBatchofHITs.html, 2024.



 

Victor Quach. IE-Turk. https://github.com/Varal7/ieturk. 2019.



Goals for this lecture

● Review a catalog of metrics for NLP tasks.
○ All of these metrics are useful for language model development, depending on the context.

● Review cases where metrics are inconsistent with human raters or constructs.
○ This is to emphasize the importance of understanding metrics, not to dismiss them altogether!



Task templates common for automatic evaluation

● classification: given a context x, generate a single decision
○ x: question, document
○ y: label

● sequence generation: given a context x, generate a sequence of decisions.
○ x: prefix, question, document
○ y: next word(s), answer string, document summary

● ranking: given a context x, generate a ranking of items.
○ x: prefix, question, document, query
○ y: list of next words, answer strings, document summaries, documents

● multi-task: support multiple tasks
○ x: {prefix, question, document, query}
○ y: {list of next words, answer strings, document summaries, documents}

29



Terminology for evaluating sequence generation

30

 

Eval metric:



Evaluating sequence generation: exact match

● advantages
○ high precision: if metric is 1, then we have a good sequence

● disadvantages
○ low recall: in many situations, if the metric is not 1, then we still may have a good hypothesis.

● uses
○ question answering
○ numerical reasoning

31



Evaluating sequence generation: word error rate

● advantages
○ relaxes exact match

● disadvantages
○ uniform weight on all transformations
○ semantically similar words ignored
○ questionable correlation with understanding

● uses
○ speech recognition
○ machine translation

32



Challenge: these metrics may not be correlated with task performance.

https://www.speechmatics.com/company/articles-and-news/the-future-of-word-error-rate
Benoit Favre, et al. Automatic human utility evaluation of ASR systems: does WER really predict performance?. In Proc. Interspeech 2013.
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Evaluating sequence generation: perplexity

● advantages
○ relaxes exact match

● disadvantages
○ per-token decisions
○ vocabulary/model-dependent

● uses
○ language modeling

34

How surprised is the LM by the text sequence y?



Evaluating sequence generation: perplexity: Perplexity
Note: intrinsic metrics can be correlated with each other

Chen, S., Beeferman, D., Rosenfeld, R., . Evaluation metrics for language models. In: DARPA Broadcast News Transcription and Understanding Workshop. 1998.
Dietrich Klakow and Jochen Peters. Testing the correlation of word error rate and perplexity. Speech Communication, 38(1):19-28, 2002.
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Typical uses of perplexity

● Intrinsic eval: Measure how well an LM models human language.
○ Common use case: during training, plot perplexity of a withheld validation set every k steps

● Extrinsic eval: Given we are confident that our LM reasonably models human language, use it in tasks that 

require measuring how “human-like” a piece of text is.
○ Common use case: filtering out garbage text
○ Common use case: detection of LM-generated text



Evaluating sequence generation: BLEU score
Let’s see an example:
● Target “correct” responses:

○ Target 1: He picked up the ball from the ground .

○ Target 2: He took the book off the floor .

● Model generation:
○ He picked the He sphere off the the the floor .

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. ACL 2002, 311—318.

37
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sphere 1 0 0
off 1 1 1
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Evaluating sequence generation: BLEU score
Let’s see an example:
● Target “correct” responses:

○ Target 1: He picked up the ball from the ground .

○ Target 2: He took the book off the floor .

● Model generation:
○ He picked the He sphere off the the the floor .

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. ACL 2002, 311—318.

38

Word Freq. 
in gen

Max. freq in 
any target

Clipped 
count

He 2 1 1
picked 1 1 1
the 4 2 2
sphere 1 0 0
off 1 1 1
floor 1 1 1
. 1 1 1

The total number of words in the 

target is 11.

The total clipped count is 7.

So the clipped 1-gram precision is 

7/11 = 0.64



Basic Implementation of BLEU Score

1. Compute the clipped 1-gram precision.

2. Compute the clipped 2-gram precision.

3. Compute the clipped 3-gram precision.

4. Compute the clipped 4-gram precision.

5. Take the geometric mean of all of the above.

https://towardsdatascience.com/foundations-of-nlp-explained-bleu-score-and-wer-metrics-1a5ba06d812b



Sequences: BLEU

● advantages
○ relaxes exact match
○ Handles tasks with multiple target sequences
○ correlation with human preferences (MT)

● disadvantages
○ semantically similar words ignored

● uses
○ machine translation

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. ACL 2002.
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Advantages of BLEU
Measure correlates with human preferences.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 40th annual meeting on association for 
computational linguistics, ACL 2002.

41



Advantages of BLEU
Measure correlates with human preferences on SOME tasks more than others.

Ehud Reiter. A structured review of the validity of BLEU. Computational Linguistics, 44(3):393--401, September 2018.

42

machine translation natural language generation



Evaluating sequence generation: ROUGEk

● BLEU measures precision: how many of the generated words are in the references.

● ROUGE is a complimentary to BLEU.

● It measures recall: how many of the words in the references are found in the generation.

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization 
branches out. ACL 2004.



Sequences: ROUGEk

● advantages
○ relaxes exact match
○ correlation with human preferences (MDS)

● disadvantages
○ semantically similar words ignored

● uses
○ multidocument summarization (MDS)

44

in practice…
● k={1,2}
● fixed length hypothesis
● extended for multiple targets 

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization 
branches out. ACL 2004.



Sequences: ROUGEk

Chin-Yew Lin. Rouge: a package for automatic evaluation of summaries. In Stan Szpakowicz Marie-Francine Moens, editors, Text summarization 
branches out: proceedings of the acl-04 workshop, 74--81, Barcelona, Spain, July 2004. , Association for Computational Linguistics.
Bonnie Dorr, Christof Monz, Stacy President, Richard Schwartz, and David Zajic. A methodology for extrinsic evaluation of text summarization: does 
ROUGE correlate?. In Proceedings of the ACL workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 
2005.

correlation with human preferences 
depends on systems!

HEAD: “headline” system
HUM: human summary

45



Sequences: addressing semantically similar words

● All metrics so far only consider exact token matches.
● Penalize models that include synonyms. 

Bonnie Dorr, Christof Monz, Stacy President, Richard Schwartz, and David Zajic. A methodology for extrinsic evaluation of text summarization: does 
ROUGE correlate?. In Proceedings of the ACL workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 
2005.
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Sequences: character n-gram precision (chrP)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram recall (chrR)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram F-score (chrF)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram F-score (chrF)

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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Sequences: character n-gram F-score (chrF)

● advantages
○ relaxes exact match and captures (some) morphological similarity 

● disadvantages
○ does not capture similarity when there is no character overlap

● uses
○ machine translation
○ summarization

Maja Popović. ChrF: character n-gram F-score for automatic MT evaluation. In Proceedings of the tenth workshop on statistical machine translation, 
392--395, Lisbon, Portugal, September 2015. , Association for Computational Linguistics.
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From overlap-based metrics to evaluating semantic similarity.

● All the metrics we’ve discussed so far fail when an answer is correct, but word overlap with the 

groundtruth answer is low.

● Can we leverage advances in NLP to address lack of non-lexical similarity in metrics?
○ Let’s we have access to a model that provides word similarity.  

52



Evaluating sequence generation: BERT-based similarity

Tianyi Zhang et al. BertScore: evaluating text generation with Bert. In International conference on learning representations, 2020.
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Evaluating sequence generation: BERT-based prevision and recall

Tianyi Zhang et al. BertScore: evaluating text generation with Bert. In International conference on learning representations, 2020.

54

in practice…

• can combine P and R into an F-score
• weigh terms by discrimination power (idf)



BertScore correlated with human judgement.

Tianyi Zhang et al. BertScore: evaluating text generation with Bert. In International conference on learning representations, 2020.
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Sequences: BERTScore

● advantages
○ relaxes exact match
○ incorporates semantic similarity 

● disadvantages
○ dependent on embedding model

● uses
○ machine translation 
○ image captioning systems

Tianyi Zhang et al. BertScore: evaluating text generation with Bert. In International conference on learning representations, 2020.



What we’ve covered so far

● metrics are models of…
○ …unobserved constructs
○ …human preferences

● none of the metrics we have studied so far directly model these things

● given a collection of human judgments, 

can we directly model constructs or preferences?

57



Evaluating Sequence Generation: COMET
Main idea: train models to predict human preferences.

Method 1: train a regression model to predict the ratings a human annotator would give.

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. ENLP 2020

58

regress against the human 
ratings



Evaluating Sequence Generation: COMET
Main idea: train models to predict human preferences.

Method 2: train a ranking model to give higher rankings to examples a human annotator would rank higher.

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. ENLP 2020

59

learn to rank better 
hypothesis



Evaluating Sequence Generation: COMET
As you’d expect, COMET correlates highly with human preferences.

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. ENLP 2020

directly model 
human ratings 

works

modeling human 
preferences tends 

to work better



Sequences: COMET

● advantages
○ relaxes exact match
○ incorporates semantic similarity
○ directly modeling human

● disadvantages
○ dependent on embedding model
○ dependent on task-specific annotations

● uses
○ machine translation
○ direct modeling applicable to other tasks

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon Lavie. COMET: a neural framework for MT evaluation. ENLP 2020
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● so far, we have focused on “quality”
● sequences have a diverse set of properties we can 

measure
● need to be precise in what we are measuring, in designing 

a metric and eliciting human ratings

Sequences: constructs

David M. Howcroft et al.. Twenty years of confusion in human evaluation: NLG needs evaluation sheets and standardised definitions. In Proceedings of 
the 13th international conference on natural language generation, 169--182, Dublin, Ireland, December 2020.
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questions?

63



● in many language tasks, users are presented with a list of predictions, not just one,
○ search: list of documents
○ question answering: list of answers
○ autocomplete: list of suggestions

● an LLM can either select the items in the list from a catalog (e.g., search) or generate the items (e.g., QA, autocomplete).
● formally, 

Ranking

64



Ranking

br
ow

si
ng
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Ranking: expected search length 

user model: in-order traversal of a ranked list, collecting up 
to k items.

metric: number of nonrelevant documents skipped before 
reaching k relevant items.

uses: interpretable metric but not used often

William S. Cooper. Expected search length,. American Documentation, 19(1):30–41, 1968.
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Ranking: reciprocal rank

user model: in-order traversal of a ranked list, satisfied by one item.

metric: inverse of the number of documents skipped before reaching 
the relevant item.

uses: one relevant answer; impatient user

E. Voorhees and D. Tice. The trec-8 question answering track evaluation. TREC, 1999.
67



Ranking: R-precision 

user model: in-order traversal of a ranked list, collecting all 
relevant items.

metric: precision when recall is 1.

uses: multiple relevant answers; user interested in many 
answers; more patient

68



user model: in-order traversal of a ranked list, collecting all 
relevant items.

metric: precision averaged over all recall levels.

uses: multiple relevant answers; user interested in many 
answers; more patient; average quality across all recall 
requirements.

Ranking: average precision 
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Ranking: average precision 

Andrew Turpin and Falk Scholer. User performance versus precision measures for simple search tasks. In Proceedings of the 29th annual 
international acm sigir conference on research and development in information retrieval, SIGIR '06, 11--18, New York, NY, USA, 2006. , Association 
for Computing Machinery. 70



user model: in-order traversal of a ranked list, collecting all 
relevant items.

metric: accumulated position-discounted utility—proportional to 
rating—over traversal.

uses: web search.

Ranking: normalized discounted cumulative gain 

Kalervo Jarvelin and Jaana Kekalainen. Cumulated gain-based evaluation of ir techniques. TOIS, 20(4):422--446, 2002.
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Mark Sanderson, Monica Lestari Paramita, Paul Clough, and Evangelos Kanoulas. Do user preferences and evaluation measures line up?. SIGIR. 
2010.
Ye Chen, Ke Zhou, Yiqun Liu, Min Zhang, and Shaoping Ma. Meta-evaluation of online and offline web search evaluation metrics. SIGIR 2017.
Filip Radlinski and Nick Craswell. Comparing the sensitivity of information retrieval metrics. SIGIR 2010.

Ranking: normalized discounted cumulative gain 

lab experiments online experiments
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Why use just one metric?

● Modern LLMs can support multiple tasks. 
○ MT, summarization, search, dialog

● Even within a specific task, there are multiple subtasks
○ information-retrieval, text-generation

● For decades, production software systems has employed multidimensional scorecards of metrics
○ number of visitors, clicks, clickthrough rate, subscriptions, etc.
○ Increasingly, LLMs are doing the same.
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Google’s Gemini release:

https://blog.google/technology/ai/google-gemini-ai/



OpenAI’s GPT-4o release:

https://openai.com/index/hello-gpt-4o/



Multi-task evaluation: GLUE

Alex Wanget al. GLUE: a multi-task benchmark and analysis platform for natural language understanding. In Proceedings of the 2018 EMNLP workshop BlackboxNLP.
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Multi-task evaluation: GLUE

Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel Bowman. GLUE: a multi-task benchmark and analysis 
platform for natural language understanding. In Proceedings of the 2018 EMNLP workshop BlackboxNLP: analyzing and interpreting 
neural networks for NLP, 353--355, Brussels, Belgium, November 2018. , Association for Computational Linguistics.
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Multi-task evaluation: GLUE

Kawin Ethayarajh and Dan Jurafsky. Utility is in the eye of the user: a critique of NLP leaderboards. In EMNLP 2020.
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Multitask evaluation: GEM

Sebastian Gehrmann, et al.. The GEM benchmark: natural language generation, its evaluation and metrics. In Proceedings of the 1st workshop on natural language generation, evaluation, and metrics. 
ACL 2021.
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Multitask evaluation: GEM

Sebastian Gehrmann, et al.. The GEM benchmark: natural language generation, its evaluation and metrics. In Proceedings of the 1st workshop on natural language generation, evaluation, and metrics. 
ACL 2021.
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Multitask evaluation: BigBench

Main idea:

● “Quantity has a quality all its own”

● Anyone was allowed to contribute a task to the 

evaluation suite.



Moving beyond automatic metrics

● Need to understand the precarity of automatic evaluation metrics
○ incompatibility 

○ nonstationarity

○ dependence on engineering pipelines

○ variation across subtasks

○ social life of metrics

● Automatic metrics should be complemented with other traditions
○ qualitative evaluation

○ understanding of social context of technology

Fernando Diaz and Michael Madaio. Scaling laws do not scale. 2023
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Summary

● Many, many ways to automatically evaluate performance, each with its own advantages and 

disadvantages.
○ “All models are wrong but some are useful.”

● Important to understand how to interrogate metrics, compare them, and iterate on them. 

● LLM community is movingaway from computing a single number to optimize toward
○ Ideally, evaluation should help us to develop a nuanced understanding of the new technology.
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In class activity:

Suppose your team has used an LLM to build MovieBot, a chatbot which can give movie recommendations.

You would like to do automatic evaluation MovieBot's capabilities.

You have access to 1,000 ``test set'' conversations, in which a user conversed with a professional movie critic 

about what kinds of movies they liked, and the critic gave recommendations.

1. Describe an intrinsic automatic evaluation you could do for a component of MovieBot.

2. Describe an extrinsic human evaluation you could do of the entire MovieBot system?


